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1.4 Description of the obtained results

My research interests are mainly focused on the theory of differential equations,
optimal control theory and controllability theory as well as selected issues of a basic
nature in the field of nonlinear analysis.

1.4.1 Doctoral thesis

In doctoral thesis ,,Optimization of systems described by partial differential equa-
tions” control systems with distributed parameters of form (12) and (13) (see page
16), are investigated. For system (12) theorems on the existence, uniqueness and
continuous dependence of solution (2!, 2%) on control u have been obtained. More-
over, conditions guarantying the existence of a solution to optimal control problem
described by linear control system and integral nonlinear cost functional have been
given. Also, necessary optimality conditions for such a problem have been derived.
For system (13), a theorem on the existence and uniqueness of a solution z for any
fixed control u has been proved. Necessary optimality conditions for optimal control
problem described by semilinear control system, pointwise terminal conditions and
integral nonlinear cost functional have been obtained, too.

Results of the doctoral thesis or some generalizations of them have been published
and will be commented in the remaining part of the report.

1.4.2 Habilitation dissertation

In habilitation dissertation "On some variational problems for ordinary differential
equations with Dirichlet and periodic boundary conditions and their application”, the
ordinary control systems of second and higher order are investigated with the aid of
variational methods. Presented approach and results obtained for control systems
have been applied to study optimal control problems described by such systems.
Dissertation is based on works [14], [15], [18] (}) and consists of three parts.

Inumber markings of bibliographic entries relate to the author’s and co-author’s papers and are
consistent with the list of publications placed at the beginning of the report; in the case of works
of other authors, letter markings, or letter-number markings are used, and are consistent with the
list of these works placed at the end of chapter 1.4.7 of the report



In part 1 ,,Stability of semilinear Dirichlet problems”, the results of paper [18] are
contained (results of the paper [18] as well as papers [14] and [15] will be discussed
in the remaining part of the report). One of them has been used in the proof of
an additional theorem on the existence of a solution to an optimal control problem
described by control system (1) and integral nonlinear cost functional.

In part 2 ,, Matriz-periodic problem of order 2k”, the results obtained in paper
[14] are contained. Moreover, applications of these results to study the continuous
dependence of solutions to control system on controls and, similarly as in Part
1, in the proof of an additional existence theorem for an optimal control problem
described by such a system and an integral nonlinear cost functional, are given.

In part 3 ,,Coercive Dirichlet problem of order 2k and its optimization”, the
results obtained in paper [15], are contained. Also in this part of the dissertation,
next to the results obtained in [15], a theorem on the existence of a solution to an
appropriate optimal control problem is obtained.

1.4.3 Works on differential equations

Papers discussed in this part of the report concern initial value and boundary value
problems for ordinary and partial differential equations as well as integro-differential
equations, with derivatives of integer and noninteger orders. In the ,noninteger” case,
the derivatives in Riemann-Liouville sense and Caputo sense were considered.

Ordinary equations

In paper [18]|, we derived the theorems on continuous dependence of solutions
functional parameters (controls) (?) for a semilinear system of the second order,
with Dirichlet boundary conditions

{ i+ au = D, F(t,u,w), t € I :=[0,7] a.e.,
(1)
u(0) =u(m) =0

where F' : [ x R" x R™ — R, D,F denotes the gradient of F' in u, without as-
sumptions guarantying the uniqueness of a solution. The question of continuous
dependence of solutions on controls for ordinary Dirichlet problem of the second
order, in the case of n = 1 and under conditions guarantying the uniqueness of a
solution was investigated among others in [Gal, [Kla|, [Ing], [LP], [Sel|, [VK], [BL].
In [18], first, using the dual least action principle (|[Maw]), we derive theorems on
continuous dependence of solutions on right side for semilinear operator equation

Lu = Vg(u), (2)

2the continuous dependence of the solutions on the functional parameters or, more generally,
on the right side of the system is sometimes referred to as system stability; one should distinguish
between the concept of system stability and the concept of stability of the solution of the system
referred to in the following part of the report



where L : D(L) C H — H is linear self-adjoint operator with closed range, g : H —
R - convex and continuous function on H, Gateaux differentiable on the domain
of the operator L, H - real Hilbert space. Next, we used the results obtained
for the above operator equation to obtain theorems on the continuous dependence
of solutions on functional parameter w : I — R™ for Dirichlet problem (1). We
consider the case of a > 1, i.e. when the functional of action for the above equation
is not coercive (*). Coercive case (a < 1), also without assumptions guarantying the
uniqueness of a solution was considered in paper [Wal3| with the aid of the direct
method of calculus of variations.

In paper [14], using the direct method of calculus of variations, we investigate
some nonlinear problem of even order (2k) with the matrix-periodic boundary con-
ditions described with the aid of a matrix A. Due to the complicated notation of
this problem, below we will provide only some of its specific cases.

If k£ = 2, problem takes the form (for the shortening of the natation, we omit the
symbol of the variable ¢ as an argument of the function u and its derivatives)

d, d.

—(—i—D 1)) + D 1) = I ae.
5 (i = Dy Gt u,0)) + DGt u,u) = 0, t € Tae, (3)

a |t:0 — B u’ |t:7r
(%u - DmG(t, u, U)) |t:0 (%u - Du1G(t7 U, u)) |t:7T
where G = G(t,u,u1) : IXR"XR" - R, A= [ @00 Go1 } is a nonsingular matrix

a1o0 a1,1
such that AT = A=! and
B = { 11  —Qpa }

—ai10 Aaopo

If the function G is sufficiently smooth, equation (3) takes the normal form
u® + H(t,u,i,i) =0, t €I ae.,
where
H(t,u,uy,uz) = — Dyt G(t, u, uy) — Dy o G(t, 1, uq )uy
— Dy, Gt uy up)us + DGt u, uy).

In the case of any k, A = I and a function G not depending on uy,...,ux_; (G =
G(t,u)), the problem reduces to a periodic problem

u®) + (=1)*D,G(t,u) =0, t € I a.e.
u®(0) = u®(7), i =0,...,2k - 1

3by coercivity of a functional f : W — R where W is a normed space, we mean the convergence

f(u)

llull—o0
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When A = —I and G = G(t,u), we obtain an antiperiodic problem

u),
{ B 4 (1) D,G(t,u) = 0, t € I ace.
u(0) = —u®(r), i =0,...,2k — 1

In monograph [MW], using the direct method of calculus of variations and Du
Bois-Reymond lemma, the authors prove a theorem on the existence of a solution
to a periodic problem of second order of type

{ it =D,G(t,u), t € I a.e.,
u(0) = u(m), u(0) = u(n)

The basic assumption is the so-called ,coercivity on the kernel”(*)

/G(t c)dt — oo. (4)

|e] =00
1

In paper [14], we obtained an analogous theorem with an appropriate generalization
of condition (4), for problem of order 2k with matrix-periodic boundary conditions.
This condition is of the form

/F(t,W(t),W’(t),...,W(k‘l)(t))dt o
i leil oo
I

where W (t) = ¢y + 1t + ... + cp_1t*71, F is a function describing the equation.
The proof of this theorem is based on a Du Bois-Reymond lemma for functions
of one variable and derivatives of order k satisfying the matrix-periodic boundary
conditions, derived in [14]. Periodic problems of higher order were investigated by
other authors with the aid of topological methods. In paper [MZ], the authors study
an equation of fourth order (k = 2). The method used in [MZ] can not be applied
in the case of k > 2, as the authors mention in their work. In [OZ]|, the problems of
odd order are investigated.

In paper [15], using the direct method of calculus of variation, we obtained the
existence of a solution to Dirichlet problem of the second order of the form

%DuF(t,u,u,w) = D,F(t,u,u,w), t €I a.e. (5)
u(0) =u(mr) =0

where F': [ Xx R" x R” x R™ — R.
In paper [28], the following second order system

u=D,F(t,u,w), t €[0,00) a.e., (6)

with initial condition
u(0) = «

“for the first time this condition was considered in [ALP]
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is considered (systems on unbounded interval [0, 00) are called the infinite horizon
systems). A new concept of stability of zero solution for second-order systems has
been proposed here. More precisely, the notion of the asymptotic stability of the
zero solution (with respect to the initial value a and the functional parameter w)
in the variational sense has been introduced and conditions ensuring such stability
have been given. The problem of stability of the solutions for second order systems
was investigated by a few authors. In [Le], [Se2|, the stability of solutions of the
second order semilinear systems is tested using the Lapunov function. In our paper,
this type of function is not used. It is worth noting that in the adopted definition of
variational stability we do not impose conditions on the value of the first derivative at
the initial moment, whereas the application of the method consisting in replacing the
second order system with the appropriate first order system and using the classical
stability results for first order systems would lead to a concept of stability in which
such conditions would occur. The main result of the work is illustrated by an
example of a system whose zero solution is not stable in the classical sense but is
stable in a variational sense.

Partial equations In the work [12]|, a generalization of the Du Bois-Reymond
lemma for functions of two variables satisfying boundary conditions of Dirichlet
type, and mixed second order partial derivatives ([Wal2]) to the case of functions
of two variables and mixed partial derivatives of any order, is proved. Next, it is
proved that system

82k+212

axTaym = DZH(.T,Z/, Z), (.’fC,y) e P .= {O, 1] X [0, 1] - RQ a.ce.,

with Dirichlet boundary conditions has a weak solution satisfying some additional
regularity condition. Proof is based on the direct method of the calculus of varia-
tions.

In paper [9], a Du Bois-Reymond lemma for functions of two variables satisfying
Dirichlet boundary conditions and for partial derivatives of the first order has been
deduced. This lemma served to prove, with the aid of the direct method of calculus of
variations, the existence of a unique solution to a partial integro-differential problem.

Ordinary integro-differential equations In paper [40], we derived existence
of a unique solution to a Cauchy problem for an integro-differential equation of
Fredholm type

u'(t) = / F(t,r,u(r))dr + a(T), t € [a,b] a.e.

with initial condition

12



in the space of absolutely continuous functions with square integrable derivatives.
We also obtained a sensitivity theorem, i.e. a theorem on the continuous differ-
entiability of a mapping which to any functional parameter o € L? assigns the
corresponding solution to the above problem. These results have been obtained
with the aid of a theorem on the diffeomorphism derived in paper [35] (see part
1.4.6).

Fractional equations Another trend of my research is the systems of differential
equations (including repetitive processes and integro-differential equations), contain-
ing fractional derivatives in the sense of Riemann-Liouville and Caputo. Fractional
differential calculus and its applications in the theory of differential equations are
currently undergoing intensive development. Although there is currently no physical
theory that leads to equations of state containing fractional derivatives, it turns out
that many anomalous processes are better modeled by systems containing fractional
derivatives, rather than by systems containing only derivatives of natural orders. It
should be mentioned here diffusion processes in porous media (|Lal, [ACV]), vis-
coelastic processes for plasma substances (|[BT|, an electric supercapacitor model
(IWE]).

In paper [33], we obtained a theorem on the existence and uniqueness of a solution
to nonlinear problem

D¢ x(t) = f(t,z(t)), t € [a,b] a.e.
L g

derivative and integral of order o € (0, 1) of a function z(-). Moreover, we derived

the Cauchy formula for the solution of an autonomous linear system

where f : [a,b]xR" = R", ¢ € R" and D¢, x, I3, & are (left-sided) Riemann-Liouville

Dy, x(t) = Ax(t) + b(t).

In the limit case of a = 1, this formula reduces to the classical one for the solution
of an ordinary linear system of the first order. In [49], we obtained analogous results
for problem

{ “De x(t) = f(t,x(t)), t € [a,b] ae.

z(a) =c
and for linear nonautonomous problem

{ “De x(t) = A(t)z(t) + b(t), t € [a,b] ae.
z(a) =c

where “D¢, z denotes the Caputo derivative of a function z(-).

In [66], using the direct method of the calculus of variations, a theorem on the
existence of a solution to a certain potential equation containing fractional deriva-
tives of two different orders has been proved. Previously, problems of this type were
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investigated, but for systems containing only one fractional derivative ([Bol, [43]).

The analysis of the general problem was made possible by the use of a theorem on

the compactness of the imbedding for the spaces of functions possessing Riemann-

Liouville derivatives, obtained in [65] (see also theorems on the compactness of the

imbedding for Sobolev spaces of fractional order introduced and studied in [39]).
Paper [38] concerns the repetitive processes of fractional order

{ D3y 21 (t) = Arziia (t) + Agwi(t) + Buga (f) (8)
W41 (t) = 012k+1(t) -+ ngk(t) + DukH (t)

where z,(t) € R”, wi(t) € R™, u(t) € R” for k € N U {0}, coefficients on the
right side of the system are matrices of appropriate dimensions, Dj, 2,41 means
the derivative of order o € (0,1) in the sense of Riemann-Liouville or Caputo. The
above process is a fractional counterpart of the discrete-continuous repetitive process
known in the theory of automatic control (also named the differential repetitive
process), which is used, among others, to model the coal mining and the metal
rolling processes. In the first case the process is considered with initial conditions

{ (I.7%)(a) = ¢y, for k € N,
wo(t) = f(t) for t € [a,b],

while in the second case - with conditions

{ zk(a) = ¢ for k € N,
wo(t) = f(t) for t € [a,b),

where ¢, € R" for k € N and f : [a,b] — R™ are initial data. In both cases, we
obtained theorems on the existence and uniqueness of a solution

3 €66 = (aOsen a6 = [ R" () € ACS, ([0, bLRY), k € N}

for any fixed control u = (uk(-))ken : [a,b] — H:l]R" belonging to an appropri-
ate class (here ACY, ([a,b],R™) denotes the set of functions possessing Riemann-
Liouville, Caputo derivatives of order a, respectively), as well as theorems on the
continuous dependence of solutions on controls. In the case of Caputo derivative, we
also proved a theorem on the approximative controllability (this result is discussed
in the part 1.4.5).

In paper [37], we deduced a theorem on the existence and uniqueness of a solu-
tion z(-) as well as on the differentiable dependence of this solution on functional
parameter u(-) for integro-differential Cauchy problem of Volterra type

{ D2 a(t) = [L®(t,s,2(s))ds + u(t), t € [a,] ae. (9)
I,7%(a) =0

Similarly, as in paper [40], proof of this result is based on the theorem on diffeomor-
phism from [35].
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In paper [45], we investigate analogous issues as in [37], for problem

{ D¢ x(t) + fj@(t,s,x(s),u(s))ds = f(t,z(s),v(s)), t € [a,b] a.e.
I 7% (a) =0

with two functional parameters u(-), v(-), involved nonlinearly (in the case of system
(9) control u(-) acts on the system in the linear way). Because of this nonlinearity,
one can not use the theorem on diffeomorphism. One can, however, apply a theorem
on the global implicit function obtained in the work [41]|, which is a generalization
to the nonlinear operators (with respect to the parameter) of the diffeomorphism
theorem (see part 1.4.6).

Next two papers, [67] and [68], concern partial differential equations of fractional
order with Riemann-Liouville derivatives. In [67], a fractional variant of the system
(12) is studied, namely
{ Dgé—k,z ! :fl(x,y7zl,z2,u) (10)
Df+7y22 = f2(x,y, 2", 2%, u)

a.e. on P = [a,b] X [c,d] C R? with initial conditions

(I;;g‘czl)(a,y) =0, y € [¢,d] ae. 1
{ (I;52%)(x,¢) = 0, x € [a,b] ae. (11)
where (o, 8) € (0,1]x(0,1], f! : PXR™M xR™xR™ — R™, f2: PxR™ xR™2xR™ —
R, (here Dy, , D’ +y and ];;3,, 101;5 mean the Riemann-Liouville derivatives
and integrals of fractional order with respect to the appropriate variables). The
main result of the work, next to the theorem on the integral representation of a
function having the appropriate fractional derivative, is a theorem on the existence
and uniqueness of a solution (2!(-), 2%(+)) to the above problem and on the continuous
dependence of the solution on the control u(-). In [68], we study a fractional variant
of system (13), i.e.

«

DL ery?(2,y) = [ (2,9, 2(x,y), DS, o2(x,9), DL 2(2, ), ule, y), (,y) € P ac,
with initial conditions

{L;%fdxdzvuxxemﬂ
Ia;?vlcjryz(a: y) = 5(y), NS [C, d]

where v : [a,b] = R", § : [c,d] — R" are absolutely continuous functions satis-
fying condition y(a) = d(c), while Dz‘f’z’cﬁyz, Dy, .z, Df,@nyz and [;;O;;ﬁyz are
the appropriate Riemann-Liouville partial derivatives and fractional integral of a
function z(-). The concept of a mixed partial derivative ijﬁw + % of order (a, )
has been introduced in the work and a theorem on the integral representation of

functions having such derivative has been derived. Also in this paper, a theorem
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on the existence and uniqueness of a solution z(-) to the above problem as well as
on the continuous dependence of it on control u(-) has been proved. An existence
theorem for the above problem, assuming that the right side of the system does not
depend on the single derivatives and with a slightly different definition of a mixed
fractional derivative, can be found in [VG|.

1.4.4 Works on optimal control theory

I dealt with the theory of optimal control in the context of the issue of the existence
of optimal solutions and necessary conditions of the first order for optimality. The
main subject of my interests were the following control systems with distributed

parameters:
1
%_%:fl($73/7217227u) (12)
aaiy = f2($7y7 Z17Z2’u)

for (x,y) € P a.c., with initial conditions
21(0,y) =0, 2*(x,0) =0

for z,y € [0, 1] and
Pz = f(z,y, z % % w)
8:(:(9y_ Jy7 7ax7ay7 .

for (x,y) € P a.e., with initial conditions

(13)

2(x,0) =0, 2(0,y) =0

for z,y € [0, 1] (in some papers, the above systems are considered with nonzero initial
conditions)(®). In addition, I studied control systems with distributed parameters
(14) (see page 20), as well as ordinary second order control systems with infinite
horizon of the form (6) and (15) (see page 22).

Partial systems Systems of type (12) are used to describe chemical processes oc-
curring in reactors with varying catalyst activity. The natural space of solutions (in
the Caratheodory sense) for these systems is the product of the spaces of functions
that are absolutely continuous with respect to the appropriate variables. Such func-
tions can also be defined (with precision ,a.e.”) by means of generalized derivatives
and treated as elements of the appropriate Sobolev spaces.

In paper [10], we derived theorems on the existence of a unique solution and on
the continuous dependence of solutions on controls for the system (12) as well as
on the existence of an optimal solution for a linear nonautonomous system of type
(12) considered with an integral nonlinear cost functional, assuming convexity of the

Ssystem (13) is called the Goursata-Darboux system; in the literature concerning automatic con-
trol, discrete counterparts of (12) and (13) are known as Roesser systems and Fornasini-Marchesini
system
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integrand with respect to the set of state and control variables. Work [13] contains
the proof of the maximum principle for the optimal control problem described by the
system (12) and integral nonlinear cost functional. This principle has a pointwise
character, and the conjugate system is a linear system of type (12).

In paper [MS], a theorem on the existence of a unique solution and on the contin-
uous dependence of solutions on controls for the system (12) with initial conditions
understood in the integral sense, studied with the aid of the notions of a generalized
derivative and trace of a function, has been obtained. It is worth mentioning that
in the work [MS], in the proof of the existence theorem one uses the theorem on
contracting k-fold iteration of a mapping, while in the work [10] we use the concept
of Bielecki metric and Banach contraction principle. The method based on Bielecki
metric allows to avoid the complicated calculations leading to some estimates for
k-fold iteration of the mapping under consideration. The theorem on the continuous
dependence of solutions on controls obtained in [MS] has stronger assumptions and
stronger thesis than the theorem obtained in [10]. In the work [VS], a maximum
principle is obtained for a problem connected with a cost functional depending only
on the solution and considered in the class of piecewise continuous controls and in
a special class of solutions.

In paper [44], we consider, among others, a special case of system (12), namely

G = h'(2,y,2°) + B'(z,y)u’
& =1y, 2") + B,y

with zero initial conditions and cost functional

J(u) = /fo(x,y,zqi(l’,y),Zﬁ(%y),ul(x,y),u2(x,y))dfcdy — min .,
P

where (z1(-), 22(+)) is a solution to the system, corresponding to control (u!(-), u?(-)).

r 7y

This problem is considered in nonstandard spaces of solutions (absolutely continu-
ous functions of two variables) and controls (functions of two variables, absolutely
continuous with respect to the appropriate variables). Assuming convexity of f° in
(u',u?) we proved a theorem on the existence of a solution to the above problem.

The optimal control problem described by the system (12) and an integral non-
linear cost functional, under pointwise ,.end” conditions imposed on the solution, is
studied in papers [52], [53] and [19]. Consideration of the pointwise ,end” conditions
means that we have to study the system in the spaces of solutions and controls
such as in [44]. In [52], necessary optimality conditions have been obtained for a
linear autonomous system of type (12). The assumption of linearity and autonomy
made it possible to bring the tested problem to a system of type (13) (°). In pa-
per [53], the system (12) nonlinearly depending on the state variable is examined.
Consequently, it can not be reduced to the system (13). In this case, the necessary

6in [Pie|, the equivalence of both systems is shown in the linear autonomous case
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optimality conditions have been derived using the extremum principle for a smooth-
convex problem. In paper [19], in the linear nonautonomous case, a theorem on the
continuous dependence of solutions on controls and a theorem on the existence of
an optimal solution are derived.

Systems of type (13), applicable to describe the process of gas absorption and
drying ([TS]), were investigated by many authors. In the work [AO], for a system
without a control variable, the existence of a classical solution (i.e. having contin-
uous corresponding partial derivatives) is proved and the continuous dependence of
solutions on initial conditions and the right side of the equation is examined. The
natural space of solutions for systems containing control is the space of functions
having appropriate integral representation (solutions in the Caratheodory sense).
Absolutely continuous functions of two variables defined in [Wall| with the aid of
an absolutely continuous function of an interval(”) possess such a representation. In
papers [Surl], [Sur2|, [Sur3], the solution space is defined as a Sobolev type space,
described using generalized derivatives. It can be shown that the elements of such
a space (with an accuracy to the representation a.e.) have an appropriate integral
representation.

In paper [PS1], the authors obtained a theorem on the existence and uniqueness
of a local solution to system (13), while in [Sur3| (see also [Surl|) existence of
a unique global solution in the Caratheodory sense is proved. The proof of this
theorem is based on the theorem on the contracting k-fold iteration of a mapping.
In [7], we obtained existence of a unique global solution using Bielecki metric and
Banach contraction principle. This allowed, as in the case of the system (12), to
simplify the proof considerably.

The main result of the work [7] is a theorem on the existence of optimal solutions
for the system (13) considered in the class of controls of two variables of finite
variation on P ([6]), with an integral nonlinear cost functional. This theorem is
obtained on the basis of derived in [7] the Helly’s choice principle for functions of
two variables with finite variation, analogous to the Helly’s principle for functions
of one variable. This principle met with the interest of specialists in the field of the
theory of real functions (|[BBCh|, [Ch], [ChT1]|, [ChT2|, [ChT3|). In [5], a case of
a functional dependent also on the value of variation of control w on the set P is
considered.

In paper [8], we obtained a theorem on the existence of optimal solutions for
nonlinear system (13) considered with cost functional containing nonlinear integral
term and terms depending on the rapidity of the changes of a control and on the

"Independently, the concept of an absolutely continuous function of two variables was also
introduced in the work [BG], but the authors do not use the notion of the function of an interval;
some authors with absolutely continuous functions of two variables explicitly call functions that
have an appropriate integer representation (see e.g. [PS1]). A quality of the definition given in
[Wall] is a hint to define in an analogous way, i.e. using the concept of the function of an interval
associated with the function of two variables (similarly, as in the case of functions of one variable)
a function of two variables of finite variation ([6]).
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number of switching of it. This theorem is an extension of the existence theorem
proved in paper [3] for linear system of type (13) and cost functional containing
integral linear term and depending on the rapidity of the changes of a control. In
[3], apart from the existence of optimal solutions, the maximum principle for the
problem under consideration is also derived.

In [11], it is proved that there are optimal solutions for the problem described
by the linear nonautonomous system (13) and the nonlinear cost functional, which
is the sum of three integral components with integrands that depend in a convex
way, in addition to the control and state variables, also on the variables representing
the partial derivatives of the solution. This problem is considered in the class of
summable controls, taking their values in a fixed convex set. In the same control
class, in paper [17], a linear nonautonomous system (13) is considered together with
the integral cost functional with the integrand being convex only with respect to
the control variable. Here, the concept of the family of functions of two variables
equiabsolutely continuous is introduced and next, a characterization of such a family
is given and Arzela-Ascoli theorem for absolutely continuous functions of two vari-
ables is proved. It is also proved that from any sequence of solutions corresponding
to the controls of the considered class, it is possible to choose a subsequence uni-
formly convergent to a solution corresponding to certain control and such that the
sequences of corresponding partial derivatives of these solutions converge weakly in
the space of the summable functions to the derivatives of the limit solution. Hence, a
theorem on the existence of an optimal solution for the problem under examination
is deduced.

The existence of a solution to an optimal control problem for a more general
system, but considered with the Mayer-type cost functional, depending only on the
value of the solution at a fixed ,end” point, is obtained in [Sur2|, assuming the
convexity of the so-called set of velocities. In particular, this means that one can
not compare the result obtained in [17] and the result obtained by replacing the
problem with the integral cost functional by the problem with the cost functional
depending only on the value of the solution at the ,end” point and applying the
result obtained in work [Sur2).

In paper [55], positive systems of type (13) are studied, i.e. systems whose solu-
tions are nonnegative provided that the controls are nonnegative. In the first part
of the paper, the conditions guaranteeing the ,positivity” of the nonlinear system
are given. In the second part, we prove the existence of an optimal solution for the
problem described by the positive system, linear with respect to first order partial
derivatives, and the integral nonlinear cost functional, assuming the convexity of
the so-called set of generalized velocities of type (16) (see page 23). It should be
noted that in the obtained theorem one does not impose the Lipschitz condition on
the integrand in the cost functional, while the application of the method consisting
in replacing the problem with the integral cost functional by the problem with the
cost functional depending only on the value of the solution at the ,end” point and
using the result obtained in [Sur2|, leads to such an assumption. It is worth adding
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that the proof presented in [55| is direct, while in [Sur2] an advanced tool (lower
closure theorem) is used.

In paper [4], a maximum principle is derived for the problem described by n-
dimensional system of type (13) (nonlinear only in state variable), pointwise ,end”
conditions imposed on the solution and integral nonlinear cost functional. In the
general case, the conjugate system is given in the form of the integral equation, while
with some additional assumptions it takes the form of a linear system of type (13).
The necessary conditions for the two-dimensional problem described by the system
(13) and the cost functional depending only on the value of the solution at the end”
point, without pointwise constraints, are obtained in [Surl]|, [PS2], [Sr| (in [Sr], the
class of controls piecewise continuous with respect to each variable is considered).

In paper [23], the continuous dependence of the set of solutions to optimal control
problem on the data describing the problem for systems of type (13) (linear and
nonlinear), is examined. This dependence is described with the aid of the notion of
the upper limit of the sequence of sets.

In paper [57], the system (13) is considered on the unbounded interval of type
[0,00) X [0,00), in the class of locally absolutely continuous solutions and locally
summable controls. The inspiration for undertaking research on such systems was
optimal control theory for ordinary systems with an infinite horizon, to which mono-
graph [CH] is devoted. In the first part of the work, a theorem on the existence and
uniqueness of a solution is obtained and the question of the ,positivity” of the sys-
tem is examined. In the second part of the work, various concepts of optimality
of solutions to the system under consideration are introduced, related to the cost
functionals of integral type. Relations between these concepts are indicated and the
so-called principle of optimality is deduced. This principle says, generally speak-
ing, that some of the types of the tested concepts of optimality (on the interval
[0,00) x [0,00)) imply ,finite” optimality, i.e. optimality on every finite subinterval
[0, X] x [0,Y] of the interval [0, 00) x [0, c0).

In papers [59], [26], [32], we study a system of partial differential equations of
type

{ g@i:AOZ—G—Al%—i—AQ%—i—BOw—i—k

14

for (t,x) € [0,00) x [0, 1] a.e., with initial conditions

2(t,0) = p(t) for t € [0, 00),
w(0,z) = ¢(x) for x € [0,1],

where z,k € R", w,l € R™. The above system is a continuous counterpart of both
discrete and discrete-continuous repetitive processes.

Systems of the form (14) have not been previously studied by other authors. In
[59], a theorem on the existence and uniqueness of a solution (z,w) corresponding
to the control (k,l) and a theorem on the continuous dependence of solutions on
controls, are obtained. In the work [26], the maximum principle for the problem
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described by the linear and autonomous process and the cost functional which de-
pends on the ,end” functions, is derived. The obtained result can be used to test
the ,functional” controllability of repetitive processes. In [32], the existence of an
optimal solution is obtained for the problem described by the process (14) (in [32],
the process is called a two-directionaly continuous repetitive process) and an integral
nonlinear cost functional. From the obtained theorem, the existence of a solution
to the problem considered in paper [26] results.

Ordinary systems The results on the existence of a solution to a second order
control system, obtained in [15], have been applied in this work to derive, using
the extremum principle for a smooth-convex problem (|IT]), the maximum principle
for optimal control problem described by the system (5) with Dirichlet boundary
conditions and integral nonlinear cost functional of the form

J(u,w) = / PO ult), it w(t))dt.

Maximum principle for scalar (n = 1) problem of the form

d
Ea(t, u, ) = b(t,u,u,w), t € I a.e.,
u(0) = u(m) =0,

with integral nonlinear cost functional and under additional equality and inequal-
ity constraints, has been obtained in paper [GR] using the method of McShane
variations.

Maximum principle from [15] has been used in paper [30] to derive the maximum
principle for an optimal control problem connected with the second order control
system with infinite horizon. In [30], besides the classical optimality, other types
of optimality are considered, namely strong optimality, catching-up optimality, spo-
radically catching-up optimality and finite optimality. The principle of optimality
is proved. It states that each of the above types of optimality, including classical
one, implies finite optimality meaning optimality on every finite interval [0, T]. The
main results of this work are two maximum principles, obtained with the aid of the
results from [15]. The first principle concerns the general case of the problem under
consideration and the second one - a special case. The second theorem is analogous
to the appropriate maximum principle for optimal control problems with the first
order systems and infinite horizon (|CH]).

In papers [31], [64], the optimal control problems described by ordinary second
order systems with infinite horizon are studied, too.

In paper [31], existence of an optimal solution for the optimal control problem
described by the system (6) is obtained in the case when the function F' is linear
with respect to w and in the general case. Both problems are considered with an
integral nonlinear cost functional.
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In paper [64], we examine an optimal control problem described by control system
of the form
= A(t)r + B(t)u+v(t), t € [0,00) ae., (15)

and integral quadratic cost functional. Theorem on the existence, uniqueness and
continuous dependence of solutions on controls for the above equation as well as a
theorem on the existence of an optimal solution have been obtained.

In the work [56], the optimal control problem described by the ordinary first
order positive system (on a finite interval) and the Bolza type functional (the sum
of the integral component and the pointwise component) is investigated. Theorem
on the existence of optimal solutions and their continuous dependence on the data
appearing in the description of the problem has been obtained here with the aid
of the concept of I'-convergence of functional sequences and the upper limit of the
sequence of sets.

In the work [69], a maximum principle has been obtained for the Bolza problem
associated with an ordinary integro-differential equation. The proof is based on
the Dubovitski-Miljutin method, which made it possible to avoid the assumptions
on convexity of functions occurring in the equation and in the cost function, with
respect to the control variable. In the alternative approach, based on the smooth-
convex principle due to Ioffe-Tikchomirov, some assumptions of the convexity type
occur. It should be added that the minimum condition obtained in the work [69]
contains the gradients of functions describing the equation and cost functional, while
the minimum condition obtained by the extremum principle is expressed by the
functions themselves.

Fractional systems In papers [42], [46], we investigate the linear-quadratic prob-
lems for ordinary control systems of fractional order with Riemann-Liouville and
Caputo derivatives, respectively. In the case of the system with the Caputo deriva-
tive, the cost function, in addition to the point component also contains functional
components. The main results of these works are formulas for gradients of tested
cost functionals under given constraints and their application to proofs of maximum
principles for the problems under considerations.

In paper [50], we study an ordinary nonlinear control system containing Riemann-
Liouville derivative

{ D¢ x(t) = f(t,z(t),u(t)), t € a,b] ae.
I7%(a) = c ’

with integral cost functional
b
/ fo(t, z(t),u(t))ds — min.

and under control constraints of type

u(t) e M C R™.
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Existence of solutions to the above problem has been obtained in papers [Kam| and
[PAT]. In [Kam]|, one assumes linear structure of the control system and convexity
of fo in w, while in [PAT| one assumes that fp is convex in (z,u) and M = R™. In
work [50], using a ,fractional” Gronwall lemma proved in (|[YGD]) and the theorem
on the implicit function for multivalued mapping (see for example |Kis|) we derived
a theorem on the existence of optimal solution under assumption on convexity of
the set of generalized velocities

{(vg,v) € R xR"; vy = folt,z,u), v= f(t,z,u) for some u € M} (16)

for t € [a,b] a.e. and x € R™

In [44], the question of the existence of solutions for problems related to fractional
and first order Roesser systems with an integral cost functional is studied. The main
result in fractional case is a theorem on the existence of optimal control for a linear
system considered in the class of absolutely continuous controls of two variables,
without any convexity assumption on the integrand describing the cost functional.

1.4.5 Works on controllability theory

In close relation to the theory of optimal control, the problem of controllability of
systems remains.

Ordinary and partial systems In the work [1]|, basing ourself on the Browder
theorem on the fixed point of multivalued mapping, we prove two theorems on
controllability of an ordinary system: from a moving set to a fixed convex compact
set and from a fixed point to the same point.

In |2], using Graves’s theorem (|Gral) and the theorem on global controllability
of a linear autonomous system of type (13) (|[BBW]), a sufficient condition for the
local controllability of a nonlinear autonomous system of this type has been obtained.
The investigation of the pointwise controllability of system (12) means the need to
consider nonstandard spaces of solutions and controls. In the work [51], results are
obtained regarding the global controllability of the linear autonomous system of type
(12), based on the mentioned controllability result for the linear autonomous system
type (13) and the relationship between linear autonomous systems of type (12) and
(13). A theorem on the local controllability of the nonlinear autonomous system of
type (12) is also obtained here. The results obtained in 2] and [51] are of the same
type like in the case of ordinary systems.

In [54], a bang-bang principle is derived for a linear, nonautonomous system of
the form (13) and a theorem on an approximate controllability for such a system
considered with piecewise constant controls. Both statements are important from
the point of view of practical applications. The proof of the bang-bang principle is
based on the notion of the Aumann integral of a multivalued mapping, while the
proof of the approximative theorem is based on a generalization (derived in [54])
to the case of functions of two variables of the classical theorem stating that the
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functions summable on the interval [a, b] and taking their values in a fixed set M, can
be approximated in the sense of L'-metric by piecewise constant functions taking
the values in M (|Ba).

In [22], a bang-bang principle for a system of type (13) which is nonlinear with
respect to the control, is derived. In turn, in [24], a bang-bang principle is obtained
for a nonautonomous linear system (13), considered with controls with distributed
parameters and boundary ones. Here also an approximative theorem for piecewise
constant controls is obtained. In the last part of the work, a nonlinear system is
considered, whose right side does not depend on partial derivatives of the first order.
Under an additional assumption on the linearity of the right side with respect to the
control, an approximative bang-bang principle is proved for controls with distributed
parameters.

In the paper [58|, we propose a certain algorithm of numerical determining of
piecewise constant controls with values in a fixed set M, possessing properties im-
plied by approximative theorem, obtained in the work [24|. The construction of the
algorithm is based on the proof of the theorem proved in the work [54] and general-
izing the corresponding one-dimensional result from the [Ba|, mentioned above.

In [25], a bang-bang principle is obtained for a nonautonomous system of the
form (12) linear with respect to the state and control. In the case of a system which
is linear only with respect to the state, an approximative theorem for piecewise
constant controls is obtained. The method used in [25], as in [54], is based on the
concept of Aumann integral.

In [60], the problem of ,positivity” of the system of the form (12) is examined (®).
Sufficient conditions are given to ensure that the nonlinear system is positive. Next,
it is shown that in the case of a linear system these conditions are also necessary.
They mean (in the case of a linear system) that the entries of the matrices on the
right side of the system are non-negative.

In paper [62], we investigate the so-called controllability to the set (bounded
polyhedron in R")(?) of ordinary nonlinear control system

r=f(t,r,u), t €[0,T] a.e.,

considered in a class of controls belonging to a bounded polyhedron (functional)
spanned on a finite number of fixed controls with vertex in a fixed control. Using
the topological degree, we obtained sufficient condition for such a controllability.

Repetitive processes In the work [61], a continuous repetitive process (14) is
tested with functions k and [ dependent on the control u and with ¢ = 0 (function
¥, which occurs in the initial condition is treated as boundary control). Unlike the
work [59], this process is studied in the space of absolutely continuous controls (u, 1))

8calling the system (12) positive, we understand that for nonnegative boundary functions and
nonnegative control the trajectory and its appropriate partial derivatives are nonnegative
9we say that the system is controllable to a set, if it is controllable to each point of this set
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and trajectories (z,w). Obtained results on the existence, uniqueness and continuous
dependence of solutions on controls allowed to derive the bang-bang principle for
the studied process.

In paper [63], we investigate the controllability of linear differential repetitive
process of the form

{ 2ot (t) = A1zi1 () + Agwi(t) + Bugy (t)
wiy1(t) = Cr2p41(t) + Cowg(t) + Dugya(t)

for k e NU{0},t € R, 0 <t < a (a>0is a fixed real number), with initial
conditions

Zk<0) =d; for k € N,
wo(t) = f(t) fort e R, 0 <t < a,

where 2, (t) € R", wg(t) € R™, ux(t) € R", coefficients appearing on the right side of
the equation are matrices of appropriate dimensions, points dp € R™ and function
f:]0,a] — R™ are given. In this work, the concept of pointwise controllability of
such a process along all passes k is introduced (there is a countable number of all

passes) and a theorem on density in space HZO_I]R" of the set Ay pc of points to

which one can steer the system using the piecewise constant controls, taking the
values in a convex compact set M, in the set A,; of points to which the system can
be steered using measurable controls, taking values in M (Ay = A pe).

Paper [27] is a continuation of [63]. Using a result on controllability of abstract
control systems, which comes from the work [Kn|, we obtained, among others, the
following equalities characterizing the pointwise controllability of repetitive pro-
cesses along all passes k, assuming that the set M of control values is a compact
and convex subset of the space R": Ay = Acun po, where exM stands for the set
of extreme points of the set M. It is the counterpart of the classical result of this
type for ordinary (finite) control systems.

Also in paper [29], the study of controllability of differential repetitive processes
is continued. The result obtained here is an infinite dimensional analogue of the
theorem on controllability to the polyhedron, obtained in [62]. While in the [62] the
proof of the basic theorem is based on the concept of the topological degree, in this
work the infinite dimensional variant of the Poincaré-Miranda theorem is proved and
then, basing ourselves on this theorem, we obtain the main result on controllability
of repetitive processes to polyhedron (infinitely dimensional). The idea of using
the Poincaré-Miranda theorem to study the controllability to the polyhedron comes
from the work [BM].

In paper [38], we consider the process

CDg_i_Zk_H(t) = AlzkH (t) + Agwk(t) + Buk+1 (t)
Wiy1(t) = Cr2p41(t) + Cowy(t) + Dy ()
with initial conditions

{ zi(a) = ¢ for k € N,
wo(t) = f(t) for t € [a, b,
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We obtained a theorem saying that the closure of the set of points (24 () )ren that can
be reached with the aid of controls u = (u(-))ren = (Io;“vk(+))reny with functions
v, being piecewise constant and taking the values in a fixed convex compact set
M € R" is equal to the set of points that can be reached with the aid of controls
with summable v, which take the values in M.

1.4.6 Works on issues of a basic nature

In addition to mainstream research, I also dealt with related issues of a fundamental
nature. Beside the aforementioned:

e generalization of the Du Bois-Reymond lemma for functions of one variable
to the case of matrix-periodic boundary conditions and derivatives of order k

(114])

e generalization of the Du Bois-Reymond lemma for functions of two variables
satisfying Dirichlet boundary conditions to the case of mixed partial derivatives
of any order (|12])

e characterization of family of equiabsolutely continuous functions of two vari-

ables ([17])
e Helly’s principle of choice for functions of two variables of finite variation (|6])

e multidimensional version of theorem on approximation of summable functions
by piecewise constant functions ([54])

e infinite dimensional variant of Poincaré-Miranda theorem ([29)])
I also studied

e continuity of the superposition (Nemytskii) operator on a subspace ([|21])

o differentiability (classical and distributional) of functions of two variables of
finite variation (|6], [16])

e diffeomorphisms acting from Banach space to Hilbert space (]35])
e existence and properties of global implicit function ([41], [47])

e generalization of the Du Bois-Reymond lemma for functions of one variable to
the case of Riemann-Liouville derivatives of order a € (0,1) and higher ([43],

136])

e spaces of Sobolev type of functions possessing Riemann-Liouville derivatives,
their properties, imbeddings and compactness of these imbeddings (|34], [65],
[39])
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e functions of one variable of finite fractional variation and their application to
fractional impulsive equations ([48])

In paper [21], a generalization of the classical Krasnoselskii theorem on the super-
position operator acting between LP spaces is proved to the case when this operator
is defined on the product of a finite number of subspaces of the space of measurable
functions. The obtained result has been used in the work to study the continu-
ous differentiability of the integral functional defined on the product of the Sobolev
spaces of the functions of one variable.

In paper [6], the notions of the nondecreasing function of two variables and the
function of two variables of finite variation on the interval P have been introduced
and theorems on the differentiability (in the sense of Frechet) a.e. of such func-
tions have been derived. The problem of definition of a function of two variables
of finite variation was taken by many authors. Are known, among others, defi-
nitions of Tonelli, Vitalie-Lebesgue-Frechet-de la Vallee Poussin, Frechet, Arzela,
Hardy-Krause, Serrin. The starting point for the definition adopted in [6] was the
description of an absolutely continuous function of two variables proposed in the
work [Wall]. It can be shown that our definition is equivalent to the one proposed
by Hardy and Krause (|CA]) and allows to prove many analogous theorems, as in
the case of functions of one variable, among others, the aforementioned theorem on
differentiability a.e. and Helly’s principle of choice ([7]). It is worth adding (|Mos|)
that this principle is not true in the class of functions of two variables with finite
variation in the sense of Tonelli (the basic problem here is the ,size” of the set, where
the chosen subsequence is convergent - some characterization of this set, in the case
of Tonelli’s definition, is given in [Nad|). Similarly, in the case of the property of
differentiability - a function of finite variation in the sense of Tonelli may not have
differential at any point. Theorem on differentiability a.e. of a function of finite
variation, derived in [6], can be obtained using a more general result proved in [CC].
In [6], a direct proof of this theorem is presented.

In the work [16], the concept of a function of two variables of locally finite
variation has been introduced, and then the theorems characterizing distributional
derivatives DD, DO DO of such a function have been derived. We used the
obtained results to prove a theorem on the existence of a solution to the linear partial
second order autonomous equation with the right side containing the distributional
derivative DY of a function of two variables of locally finite variation. This theorem
is illustrated by an example of the hyperbolic partial impulsive equation, i.e. the
equation whose right side contains the Dirac delta concentrated at a fixed point.
The inspiration for undertaking research in this direction were the corresponding
results for the functions of one variable and ordinary impulsive equations, presented
in monograph [HW|.

In the work [35], a theorem on the diffeomorphism acting from the Banach space
to the Hilbert space, has been derived. The main assumption, in addition to the
local invertibility of the operator, is the condition (of variational nature) of Palais-
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Smale imposed on a class of appropriate functionals. This theorem has an abstract
character and gives a new method for studying equations dependent in a linear way
on a parameter ([35], [37], [40]).

In paper [41], the theorem on diffeomorphism has been generalized to a global
implicit function theorem, given by equation

F(z,y)=0

where F': X XY — H (X, Y are Banach spaces, H - a Hilbert space), y - inde-
pendent variable (parameter), x - dependent variable. Using this theorem one can
examine existence, uniqueness and differentiability of the dependence of solution on
parameter for equations involving the parameter nonlinearly ([41], [45]). A certain
generalization of this theorem is proved in the paper [47|. The main change in re-
lation to the work [41] consists in replacing the assumption on bijectivity of the
operator Fl(z,y) : X — H at points (z,y) such that F'(z,y) # 0 by the condition
F(z,y) ¢ (ImF!(z,y))* (ortogonal subspace). In the work, an example is given
showing that this condition is fulfilled, while the differential is not bijective.

The main results of work [43] are the Du Bois-Reymond lemma for the functions
of one variable possessing Riemann-Liouville derivatives of the order a summable
with the power p where zl) < a < 1, and a theorem on the integration by parts,
taking into account pointwise components, for functions of one variable having right
side and left side Riemann-Liouville derivatives of the order o summable with the
powers p and ¢, respectively, assuming that % <a<l1, é < a < 1. The special
case of this theorem, for functions that are the primary functions of order « of the
summable functions (with the appropriate power), is a classical result, which can
be found in the monograph [SKM]|. Moreover, in the work [43], the characterization
(integral representation) of functions having Riemann-Liouville derivatives of the
order a € (0, 1) is given. The obtained Du Bois-Reymond lemma of order « can be,
as in the case of integer order derivatives, used in the variational method of studying
differential equations, to analyze the regularity of a weak solution. The results
obtained in [43] have been used to derive the Euler-Lagrange equation together with
the boundary conditions for the Bolza functional defined on the space of functions
having Riemann-Liouville derivative of order «, and to demonstrate the existence
of a solution to the boundary value problem

{ Dy D¢ x(t) + x(t) = f(t), t € [a,b] a.e.
(Lo:"7)(a) = za, x(b) = m ’

where o € (%, 1), in the space of functions possessing Riemann-Liouville derivative
of order o« summable with power two.

The results from [43] have been generalized to the case of higher derivatives in
paper [36]. More precisely, the Du Bois-Reymond lemma was obtained for derivatives
of the order o € (n — %, n), n € N, n > 2 and the theorem on the integration by
parts - for « € (n —1,n), ﬁ < p,q < oo. In addition, an integral representation
of functions having Riemann-Liouville derivatives of any order o has been derived.
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In works [34], [65], imbeddings of spaces AC, of functions of one variable pos-
sessing Riemann-Liouville derivatives of order a summable with power p, have been
investigated. In [34], the full characterization of the set of pairs («, 3), for which
the relationship

AC ¢ AP
takes place, is given. The main result of the work [65] is the compactness of the
above imbeddings.

Work [39] has fundamental character. In this work, the fractional Sobolev spaces
of functions of one variable have been introduced using the notion of the Riemann-
Liouville derivative. In a special case, namely when a € N, these spaces reduce
to the classical Sobolev spaces of the functions of one variable. In the paper, the
weak derivatives of fractional order have been defined with the help of the test
functions ¢ € C°(a,b) (functions of class C™ with compact supports). It has been
shown that these derivatives are identical with Riemann-Liouville derivatives. Two
types of norms have been introduced in the fractional spaces and their equivalence
was demonstrated. Important results are also imbedding theorems for fractional
Sobolev spaces and compactness some of the imbeddings, including compactness of
the imbeddings of fractional Sobolev spaces in the spaces of the summable functions.
In addition, the completeness, reflexivity and separability of the fractional Sobolev
spaces has been proved.

Paper [48], in the part concerning a functional class, can be treated as a con-
tinuation of the work [39] (see also [16]). In this work, the concept of a function of
finite a-variation is introduced and the characterization of such functions is given.
Next, the concept of a weak o-additive derivative of the order « is introduced and a
theorem stating that the summable function has a weak o-additive derivative of the
order « if and only if it has a finite a-variation. In the classical case of @ = 1, this
theorem reduces to the characterization of a function possessing the distributional
derivative determined by the o-additive function of the set. In the second part of
the work [48], theorem on the existence of a solution to a linear differential equation
with a weak o-additive derivative of order « of the unknown function, whose right
side contains the weak o-additive derivative of order « of a given function of finite
a-variation, is proved. The Cauchy formula for the solution to such an equation,
fulfilling the given initial condition, is derived. These results are used to determine
the solution of the differential equation with the o-additive derivative of order a of
the unknown function, whose right side contains the Dirac delta concentrated in one
or finite number of points. Our paper presents one of two approaches to impulse
equations used in the literature, in which the solution is understood as a function
of finite variation satisfying the equation in the distributional sense. This approach
was also used in [16], following the monograph [HW]. In the case of systems with the
fractional derivative, this method was not used by other authors. For the fractional
systems an alternative method was used, consisting in determining of the values of
jumps of the solution at fixed times, in the form of initial conditions, with the solu-
tion understood as a function that is piecewise differentiable (JAABH], [BS|, |[BHN],
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[LBS], [SP)).

1.4.7 Concluding remarks

The most important results include:

e theorem on the diffeomorphism and global implicit function theorem as tools
for studying the functional equations ([35], [41])

e theorems on continuous dependence of solutions on right side for a semilinear
operator equation ([18])

e definition of fractional Sobolev spaces based on the Riemann-Liouville deriva-
tive and demonstration of the identity of fractional distributional derivatives
and Riemann-Liouville ones ([|39])

e definition of the function of finite a-variation and characterization of its dis-
tributional derivative ([48])

e definition of the function of two variables of finite variation and Helly’s prin-
ciple of choice for such functions ([6], [7])

e characterization of distributional derivatives of functions of two variables of
locally finite variation ([16])

e generalizations of Du Bois-Reymond lemma ([12], [14], [43])

e generalization of the condition of coercivity on the kernel (4) to the case of a
system of order 2k ([14])

e infinite dimensional variant of Poincare-Miranda theorem ([29)])

e bang-bang principle and approximative theorem in the class of piecewise con-
stant functions for Goursat-Darboux systems (|54])

e maximum principles for ordinary second order systems on bounded and un-

bounded interval ([15], [30])
e generalization of Krasnoselskii theorem ([21])

e approximative theorem in the class of piecewise constant controls for differen-
tial repetitive processes (|27])

e variational asymptotic stability of zero solution to second order system and
theorem on such a stability (]28])
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[36]

[39]

[43]

D. Idczak, R. Kamocki, On the existence and uniqueness and formula for the
solution of R-L fractional Cauchy problem in R", Fractional Calculus and Ap-
plied Analysis 14 (4) (2011), 538-553.

MathSciNet: 11 (7)

Scopus: 20 (14)

D. Idczak, Stability in semilinear problems, J. Differential Equations 162 (2000),

64-90.

MathSciNet: 19 (19)

Scopus: 18 (18)

D. Idczak, A. Rogowski, On a generalization of Krasnoselskii’s theorem, J.
Austral. Math. Soc. 72 (2002), 389-394.

MathSciNet: 10 (9)

Scopus: 18 (17)

D. Idczak, S. Walczak, On Helly’s theorem for functions of several variables

and its applications to variational problems, Optimization 30 (1994), 331-343.

MathSciNet: 10 (10)

Scopus: 16 (15)

D. Idczak, M. Majewski, Fractional fundamental lemma of order a € (n —

1/2,n) with n € N, n > 2, Dynamic Systems and Applications 21 (2012),
251-268.

MathSciNet: 8 (4)
Scopus: 15 (8)
D. Idczak, S. Walczak, Fractional Sobolev spaces via Riemann-Liouville deriva-

tives, Journal of Function Spaces and Applications, vol. 2013, Article ID 128043,
15 pages, http://dx.doi.org/10.1155/2013,/128043.

MathSciNet: 7 (6)

Scopus: 13 (12)

L. Bourdin, D. Idczak, A fractional fundamental lemma and fractional integra-
tion by parts formula - Applications to critical points of Bolza functionals and

to linear boundary value problems, Advances in Differential Equations 20 (3-4)
(2015), 213-232.

MathSciNet: 9 (3)
Scopus: 12 (8)
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[15]

[41]

137]

22]

[38]

[34]

2l

D. Idczak, Optimal control of a coercive Dirichlet problem, SIAM J. Control
Optim. 36 (4) (1998), 1250-1267.

MathSciNet: 9 (6)
Scopus: 10 (6)
D. Idczak, A global implicit function theorem and its applications to functional

equations, Discrete and Continuous Dynamical Systems, Series B 19 (8) (2014),
2549-2556.

MathSciNet: 7 (5)
Scopus: 10 (8)
D. Idczak, A. Skowron, S. Walczak, Sensitivity of a fractional integro-

differential Cauchy problem of Volterra type, Abstract and Applied Analysis,
vol. 2013, Article ID 129478, 8 pages, http://dx.doi.org/10.1155/2013/129478.

MathSciNet: 7 (6)

Scopus: 7 (6)

D. Idczak, Bang-bang principle for linear and nonlinear Goursat-Darboux prob-
lems, Int. J. Control 76 (11) (2003), 1089-1094.

MathSciNet: 3 (3)
Scopus: T (5)

D. Idczak, R. Kamocki, Fractional differential repetitive processes with
Riemann-Liouville and Caputo derivatives, Multidimensional Systems and Sig-
nal Processing 26 (2015), 193-206, DOI 10.1007/s11045-013-0249-0, published
online: 25.09.2013.

MathSciNet: 3 (1)
Scopus: 7 (5)
D. Idczak, S. Walczak, A fractional imbedding theorem, Fractional Calculus and
Applied Analysis 15 (3) (2012), 418-425.
MathSciNet: 3 (1)
Scopus: 6 (2)
D. Idczak, S. Walczak, On the controllability of nonlinear Goursat systems,
Optimization 23 (1992), 91-98.
MathSciNet: 0 (0)
Scopus: 6 (5)
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[13]

29]

23]

D. Idczak, S. Walczak, On some properties of Goursat-Darboux systems with
distributed and boundary controls, Int. J. Control 77 (9) (2004), 837-846.

MathSciNet: 1 (1)
Scopus: 5 (3)
D. Idczak, S. Walczak, On a linear-quadratic problem with Caputo derivative,
Opuscula Mathematica 36 (1) (2016), 49-68.
MathSciNet: 3 (3)
Scopus: 4 (4)
D. Idczak, On a generalization of a global implicit function theorem, Advanced
Nonlinear Studies 16 (1) (2016); DOI: 10.1515/ans-2015-5008.
MathSciNet: 1 (0)
Scopus: 4 (3)
D. Idczak, Functions of several variables of finite variation and their differen-
tiability, Annales Polonici Mathematici LX.1 (1994), 47-56.
MathSciNet: 4 (4)
Scopus: the paper is not included in the database
D. Idczak, Necessary optimality conditions for a monlinear continuous n-D
Roesser model, Mathematics and Computers in Simulation 41 (1996), 87-94.
MathSciNet: 0 (0)
Scopus: 4 (2)
D. Idczak, M. Majewski, A generalization of the Poincare-Miranda theorem
with an application to the controllability of monlinear repetitive processes, K.
Gatkowski and E. Rogers (Eds.): Recent Developments on Multidimensional

Systems, Control and Signals — Theory and Applications, ASIAN J. Control 12
(2) (2010), 1-9.

MathSciNet: 2 (2)

Scopus: 3 (3)

D. Idczak, M. Majewski, S. Walczak, Stability analysis of solutions to an optimal
control problem associated with a Goursat-Darboux problem, K. Gatkowski, R.

W. Longman, E. Rogers (Eds.): Multidimensional Systems nD and Iterative
Learning Control, Int. J. Appl. Math. Comput. Sci. 13 (1) (2003), 29-44.

MathSciNet: 3 (3)

Scopus: the paper is not included in the database
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[45] D. Idczak, S. Walczak, Application of a global implicit function theorem to a
general fractional integro-differential system of Volterra type, Journal of Integral
Equations and Applications 27 (4) (2015), 521-554.

MathSciNet: 1 (1)
Scopus: 2 (2)
[49] T. Kaczorek, D. Idczak, Cauchy formula for the time-varying linear systems

with Caputo derivative, Fractional Calculus and Applied Analysis 20 (2) (2017),
494-505; DOI: 10.1515/fca-2017-0025.

MathSciNet: 1 (1)

Scopus: 2 (2)

[14] D. Idczak, M-periodic problem of order 2k, Topological Methods in Nonlinear
Analysis 11 (1998), 169-185.

MathSciNet: 2 (2)

Scopus: the paper is not included in the database

[17] D. Idczak, S. Walczak, On the existence of a solution for some distributed

optimal control hyperbolic system, Internat. J. Math. & Math. Sci., vol. 23,
no. 5 (2000), 297-311.

MathSciNet: 2 (2)
Scopus: the paper is not included in the database
[25] D. Idczak, M. Majewski, Bang-bang controls and piecewise constant ones for

continuous Roesser system, Multidimensional Systems and Signal Processing
17 (2006), 243-255.

MathSciNet: 0 (0)

Scopus: 2 (2)

[32] D. Idczak, M. Majewski, Ezxistence of optimal solutions of two-directionally con-
tinuous linear repetitive processes, Multidimensional Systems and Signal Pro-

cessing 23 (2012), 155-162, DOI: 10.1007/s11045-010-0105-4; published online:
7.04.2010.

MathSciNet: 0 (0)

Scopus: 2 (2)

[26] D. Idczak, Mazimum principle for optimal control of two-directionally contin-
uous linear repetitive processes, E. Zerz and K. Galkowski (Eds.): Recent Ad-

vances in Multidimensional Systems and Signals, Multidimensional Systems
and Signal Processing 19 (2008), 411-423.

MathSciNet: 0 (0)
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42]

[1]

8]

19]

[55]

27]

Scopus: 2 (1)

D. Idczak, Distributional derivatives of functions of two variables of finite vari-

ation and their application to an impulsive hyperbolic equation, Czechoslovak
Mathematical Journal 48 (123) (1998), 145-171.

MathSciNet: 1 (0)
Scopus: 1 (0)
D. Idczak, S. Walczak, Optimization of a fractional Mayer problem — existence

of solutions, maximum principle, gradient methods, Opuscula Mathematica 34
(4) (2014), 763-775.

MathSciNet: 1 (0)
Scopus: 1 (0)
D. Idczak, Applications of the fixed point theorem to problems of controllability,

Bulletin de la Societe des Sciences et des Lettres de Lodz, vol. XXXIX.3, no.
57 (1989), 1-7.

MathSciNet: 1 (1)

Scopus: the paper is not included in the database

D. Idczak, K. Kibalczyc, S. Walczak, On an optimization problem with cost of
rapid variation of control, J. Austral. Math. Soc. Ser. B 36 (1994), 117-131.

MathSciNet: 1 (1)

Scopus: the paper is not included in the database

D. Idczak, S. Walczak, On the existence of the Carathodory solutions for some

boundary value problems, Rocky Mountain J. Math. 24 (1) (1994), 1-13.

MathSciNet: 0 (0)

Scopus: 1 (1)

D. Idczak, M. Majewski, Nonlinear positive 2D systems and optimal control, L.

Benvenuti, A. De Santis and L. Farina (Eds.): Positive Systems - Proceedings of

the First Multidisciplinary International Symposium on Positive Systems: The-

ory and Applications (POSTA 2003), Lecture Notes in Control and Information
Sciences 294 (2003), 329-336.

MathSciNet: 1 (1)

Scopus: the paper is not included in the database

D. Idczak, Approximative piecewise constant bang-bang principle for differential
repetitive processes, Int. J. Control 82 (5) (2009), 910-917.
MathSciNet: 0 (0)

Scopus: 1 (0)
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1.6 Research projects
1.6.1 Managing research projects

1. The manager in the research project NCN Nr DEC-2011/01/B/ST7/03426
,,One-dimensional and two-dimensional optimal control systems of noninteger
order”, 2011-2014

1.6.2 Participation in research projects

1. The contractor in the research project KBN 2 1102 91 01 ,,Systems described
by ordinary and partial equations and their optimization”, 1991-1994

2. The contractor in the research project KBN 8T 11A01109 ,, Two-dimensional
continuous systems and Dirichlet systems and their optimization”, 1995-1998

3. The contractor in the research project KBN 2 PO 3A05910 ,, Variational meth-
ods in studying of differential equations: existence, dependence on parameters
and simulation of solutions”, 1996-1998

4. The contractor in the research project KBN 7 T11A 004 21 , Investigation
of continuous n-dimensional systems , existence of solutions and stability of
optimal processes”; 2001-2004

5. The contractor in the research project MNiSW N514 027 32/3630 ,, Investiga-
tion of continuous and discerete-continuous systems with control”, 2007-2010

1.7 Participation in scientific conferences (with presentation)
1.7.1 List of conferences

1. The Twelfth International Conference on Nonlinear Oscillations, Cracov, Poland,
1990

2. Dwudziesta Ogo6lnopolska Konferencja Zastosowann Matematyki, Zakopane-
Koscielisko, Polska, 1991

3. Dwudziesta Druga Ogo6lnopolska Konferencja Zastosowan Matematyki, Zakopa-
ne-Koscielisko, Polska, 1993

4. International Conference - Optimal Control of Differential Equations, Athens,
USA, 1993

5. 16th IFIP Conference on System Modelling and Optimization, Compiegne,
France, 1993

6. International Symposium on Signal Processing, Robotics and Neural Networks,
Lille, France, 1994
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10.

11.

12.

13.

14.

15.

16.
17.
18.
19.

20.

21.

22.

23.

24.

The International Conference on the Theory and Methods of Optimization
and their Applications, Spala, Poland, 1994

Minisemestr - Topological and Variational Methods of Nonlinear Analysis,
International Stefan Banach Center, Warsaw, Poland, 1994

Second International Symposium on Methods and Models in Automation and
Robotics, Miedzyzdroje, Poland, 1995

The Second World Congress of Nonlinear Analysts, Athens, Greece, 1996

Third International Symposium on Methods and Models in Automation and
Robotics, Miedzyzdroje, Poland, 1996

Workshop on Manufacturing Systems: Modelling, Management and Control,
Vien, Austria, 1997

Sixth International Colloquium on Numerical Analysis and Computer Sciences
with Applications, Plovdiv, Bulgaria, 1997

I Forum Roéwnan Roézniczkowych, Bedlewo, Polska, 1998

The First International Workshop on Multidimensional (nD) Systems, Lagow,
Poland, 1998

International Congress of Mathematicians, Berlin, Germany, 1998
2nd Symposium on Nonlinear Analysis, Torun, Poland, 1999
The Third World Congress of Nonlinear Analysts, Catania, Italy, 2000

The Second International Workshop on Multidimensional (nD) Systems, Czo-
cha, Poland, 2000

&th IEEE International Conference on Methods and Models in Automation
and Robotics, Szczecin, Poland, 2002

15th International Symposium on the Mathematical Theory of Networks and
Systems, University of Notre Dame, Indiana, USA, 2002

First Multidisciplinary International Symposium on Positive Systems: Theory
and Applications (POSTA 2003), Rome, Italy, 2003

Sixteenth International Symposium on Mathematical Theory of Networks and
Systems, Leuven, Belgium, 2004

IV-te Polskie Sympozjum Analizy Nieliniowej, ¥.6dz, Polska, 2004
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25.

26.

27.

28.

29.
30.

31.

32.

33.

34.

35.

36.

37.

38.
39.

40.

41.

Fourth International Workshop on Multidimensional (nD) Systems NDS 2005,
Wuppertal, Germany, 2005

17th International Symposium on Mathematical Theory of Networks and Sys-
tems, Kyoto, Japan, 2006

2007 International Workshop on Multidimensional (nD) Systems, Aveiro, Por-
tugal, 2007

23rd IFIP TC 7 Conference on System Modelling and Optimization, Cracov,
Poland, 2007

Fifth World Congress of Nonlinear Analysts, Orlando, USA, 2008

19th International Symposium on Mathematical Theory of Networks and Sys-
tems, Budapest, Hungary, 2010

IT Sesja Naukowa - Utamkowy Rachunek Roézniczkowy i Jego Zastosowania,
Czestochowa, Polska, 2010

IIT Seminarium Naukowe Rachunek Rézniczkowy Niecatkowitego rzedu i Jego
Zastosowania, Biatystok, Polska, 2011

IV Seminarium Naukowe Rachunek Rézniczkowy Niecatkowitego Rzedu i Jego
Zastosowania, Warszawa, Polska, 2012

17th IEEE International Conference on Methods and Models in Automation
and Robotics MMAR 2012, Miedzyzdroje, Poland

18th IEEE International Conference on Methods and Models in Automation
and Robotics MMAR 2013, Miedzyzdroje, Poland

Dynamical Systems and Applications, The Conference in Honor of Prof. Avner
Friedman, Lodz, Poland, 2013

V Konferencja Naukowa Rachunek Roézniczkowy Niecatkowitego Rzedu i Jego
Zastosowania, Cracow, Poland, 2013

Dynamical Systems with Applications II, Lodz, Poland, 2014

VI Konferencja Naukowa Rachunek Rézniczkowy Niecatkowitego Rzedu i Jego
Zastosowania, Opole, Polska, 2014

10th AIMS Conference on Dynamical Systems, Differential Equations and Ap-
plications, Madrid, Spain, 2014

Joint Meeting of the German Mathematical Society and the Polish Mathemat-
ical Society, Poznan, Poland, 2014
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42.

43.

44.
45.
46.

3rd Conference on Dynamical Systems and Applications, Lodz, Poland, 2015

7th Conference on Non-Integer Order Calculus and Its Applications, Szczecin,
Poland, 2015

VII Symposium on Nonlinear Analysis, Torun, Poland, 2015
Equadiff 2017, Bratyslava, Slovakia, 2017

The 12th AIMS Conference on Dynamical Systems, Differential Equations and
Applications, Taipei, Taiwan, 2018

1.7.2 Plenary and invited lectures, organizing of conference sessions

Plenary lecture ,, Absolutely continuous functions of two variables and functions
of finite variation and their application to partial differential equations”; IV-te
Polskie Sympozjum Analizy Nieliniowej, ¥.6dz, Polska, 2004

Invited lecture ,,Some continuous 2D systems and their applications”, Sixth
International Colloquium on Numerical Analysis and Computer Science with
Applications, Plovdiv, Bulgaria, 1997

Invited lecture ,,Stability analysis of two-dimensional optimal control systems”,
The Third World Congress of Nonlinear Analysts, Catania, Italy, 2000

Invited lecture ,,Controllability of repetitive processes”, Fifth World Congress
of Nonlinear Analysts, Orlando, USA, 2008

Invited lecture ,,A global implicit function theorem and its applications”, 10th
AIMS Conference on Dynamical Systems, Differential Equations and Applica-
tions, Madrid, Spain, 2014

Invited lecture ,,A bipolynomial fractional Dirchlet-Laplace problem”, The 12th
AIMS Conference on Dynamical Systems, Differential Equations and Applica-
tions, Taipei, Taiwan, 2018

Organizing (jointly with Marek Majewski) of the invited session ,,2D systems”
during 19th International Symposium on Mathematical Theory of Networks
and Systems, Budapest, Hungary, 2010

1.7.3 Lectures at foreign research centers

Southern Illinois University at Edwardsville, Illinois, USA, 1993

Washington University, St. Louis, Missouri, USA, 1993
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2.1

2.2

2.3

Achievements in the field of scientific care and
education of young staff

Supervisor in completed PhDs

. Marek Majewski, Stability of solutions to differential systems and control sys-

tems, Uniwersytet Lodzki, 2003

Dominika Bogusz, Optimization of Goursat-Darbouz systems with infinite hori-
zon, Uniwersytet Lodzki, 2008

Rafat Kamocki, Some fractional ordinary and distributed parameters control
systems and their optimization, Uniwersytet Y.0dzki, 2012 - dissertation awarded
by Council of the Faculty of Mathematics and Computer Science UL

Supervisor in currently open PhDs

. Kamil Pajek, Optimal control of differential, integral and integro-differential

systems of fractional order, Uniwersytet L.odzki

Reviews of PhD thesis

. Marek Galewski, Two-point problems for some classes of nonlinear operator

equations, Uniwersytet Lodzki, 2002

El Desouky Ramo, Strongly subregular functions and their applications in op-
timization, Uniwersytet Y.odzki, 2004

Andrzej Skowron, Critical points of semi-coercive type and their applications,
Uniwersytet L.odzki, 2005

Marjan Jaksto, Elliptic systems with control on unbounded sets, Uniwersytet
Lodzki, 2006

. Katarzyna Szymaiiska, Some asymptotic boundary problems for ordinary dif-

ferential equations, Uniwersytet Lodzki, 2006

Jan Pustelnik, Approzimation of optimal value of Bolza functional, Uniwer-
sytet Lodzki, 2009

. Anna Michalak, Dual approach to Lyapunov stability problem, Uniwersytet

bodzki, 2009

Mariusz Jurkiewicz, Resonance boundary Lidstone problem for differential equa-
tions of higher orders, Uniwersytet ¥.odzki, 2009
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10.

11.

12.

2.4

3.1

3.2

. Anna Kulig, Nonlinear evolution inclusions and hemivariational inequalities

for nonsmooth problems in contact mechanics, Uniwersytet Jagielloniski, 2009

Adrian Karpowicz, Caratheodory solutions to hyperbolic equations and differ-
ential functional inequalities, Uniwersytet Gdanski, 2010

Jiangfeng Han, Fvolutionary multivalued hemivariational inequalities modeling
dynamic unilateral contact problems, Jagiellonian University, 2016

Igor Kossowski, Boundary problems for ordinary differential equations with
nonlocal nonlinear conditions, Politechnika Lodzka, 2018

Reviews in habilitation procedures

. Dorota Bors, Uniwersytet Lodzki, 2015

. Anna Sikorska-Nowak, Uniwersytet Zielonogorski, 2016

Ewa Girejko, Politechnika Biatostocka, 2018

Activities promoting science

Translation of scientific works

. Translation to Polish language of the monograph: J. Mawhin, Problemes de

Dirichlet Variationnels Non Linéaires, Les Presses de 1’Université de Mon-
tréal, 1987 (jointly with A. Nowakowski and S. Walczak); bibliographic data
of the polish translation: Jean Mawhin, Metody Wariacyjne dla Nieliniowych
Problemow Dirichleta, WN'T, Warszawa, 1994.

Other forms of activities promoting science

. Lecture for students and teachers ,, On simple optimization problems” organized

by Zarzad Oddziatu Lodzkiego PTM, 2002

Review lecture ,,Some issues from optimal control theory for hyperbolic and
elliptic systems” delivered during Uroczysta Sesja Naukowa z okazji 10-lecia
Wydziatu Matematyki U, 2006

Lecture ,, Fractional differential calculus” within the cycle ,Okno na podworze”
organized by Zarzad Oddziatu Lodzkiego PTM, 2010

Lecture ,, Riemann-Liouville derivatives and fractional functional spaces” within
Seminarium Instytutu Matematyki Politechniki Lodzkiej, 2013
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5. Lecture ,,On some generalized fractional Mayer problem with Caputo deriva-
tive” within Seminarium Zastosowann Matematyki Oddziatu PTM w Krakowie,
2014
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